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The paper presents results obtained for limit-cycle oscillations (LCOs) in high-aspect-ratio
wings caused by structural and aerodynamic nonlinearities. The analysis is based on geomet-
rically exact structural analysis and "nite-state unsteady aerodynamics with stall. The results
indicate that stall limits the amplitude of post-#utter unstable oscillations. At speeds below the
linear #utter speed, LCOs can be observed if the stable steady state is disturbed by a "nite-
amplitude disturbance. A critical disturbance magnitude is required at a given speed and
a critical speed is required at a given disturbance magnitude to initiate LCOs. The LCO
initiation mechanism can be attributed to the change in structural characteristics of the wing
with deformation. It is also observed that the LCO gets increasingly complex with increasing
speed. Period doubling is observed at low speeds and as the speed increases the oscillations lose
periodicity and become chaotic. ( 2001 Academic Press
1. INTRODUCTION

THE LINEAR THEORY OF STABILITY, when applied to aeroelasticity problems, typically leads to
a set of eigenvalues. It predicts that small disturbances applied to a system at an unstable
equilibrium grow exponentially. Within its valid range, linear theory is correct, i.e., small
disturbances do grow exponentially*at least at ,rst. However, one should not regard the
results of linear theory to have any signi"cance whatsoever regarding the behavior of
a system subjected to large disturbances, or after a long time elapses from an initial small
disturbance. For example, according to linear theory the response of an unstable system will
diverge from the unstable equilibrium to in"nity (or material failure). This does not always
comport with experimental evidence, and nonlinear analysis methodology has been
developed to remedy this problem (Nayfeh & Mook 1979).

If a system has a nonlinear sti!ening term, then in most occasions the amplitude of
oscillations will grow until a LCO is reached. LCOs, though stable in the sense of
Lyapunov, are not asymptotically stable. That is, although the "nal state is bounded, the
sPresented as paper AIAA-99-1464 at the 40th Structures, Structural Dynamics and Materials Conference, St.
Louis, Missouri, April 12}15, 1999.
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system will not asymptotically approach its original equilibrium state as time grows.
Moreover, a LCO is not necessarily the result of a linear instability. LCOs can be induced
by certain disturbances, if su$ciently large, even when the given equilibrium state is stable.
Basically, if the disturbances are not small, then the response cannot be predicted by linear
theories. Depending on the amplitude of the LCO, the structure may or may not experience
immediate failure. However, for an aircraft, LCOs pose signi"cant problems in their own
right. The vibration caused by LCOs causes fatigue, reducing the useful life of the structure.
Thus, e$cient prediction of LCOs is very important during design, especially for aircraft
#ying near the limits of the assumptions behind linear theory.

Theoretical investigation of parameters a!ecting LCOs in an aircraft is a di$cult task,
even for very low-order systems. The investigation of a realistic wing with an ac-
curate representation of the aerodynamics leads to a very computationally intensive task.
Presently, computational methods which simulate the system behavior are used to obtain
time histories of motion, which are then used to study any observed LCO. It is necessary to
investigate LCO in the best possible way so as to get a deeper understanding of its initiation
and sustaining mechanisms.

There are two main motivating factors for the present study, (i) to investigate LCO in
a high-aspect-ratio composite (highly #exible) wing, like those to be used in future high-
altitude long-endurance unmanned aerial vehicles, using time response analysis, and, (ii) to
investigate mechanisms responsible for initiating and sustaining LCOs.

2. BACKGROUND

There are various modalities to analyze and predict limit-cycle oscillations. Given below are
several which have been recently applied to aeroelastic LCO study.

The most common way of analyzing LCOs is via time-marching. The system is simulated
in time for various initial conditions. And the response is plotted in time or as a phase-plane
plot to see if (i) the response is diverging and (ii) it converges to a LCO. This method is
computer time intensive and one needs to select a set of initial conditions relevant to the
problem at hand. Tang et al. (1998) used a reduced-order, "nite-state in#ow model to
analyze the nonlinear behavior of airfoil sections with free-play nonlinearities. Tang
& Dowell (1993) have analyzed the nonlinear behavior of a #exible rotor blade due to
structural, free-play and aerodynamic stall nonlinearities. The analytical results were
compared with experimental observations. In both cases time-marching was used. Patil
& Hodges (1998a) have presented results on the LCO observed in sti!metallic wings. Finite
elements in space and time were used for time integration.

In harmonic balance analysis the response is assumed to be a linear combination of a set
number of harmonics. The solution is obtained by solving the nonlinear algebraic equations
associated with all the harmonics. This type of analysis can often be improved by taking
a larger number of harmonics. Unfortunately, it is not always possible to write the
nonlinearities in terms of a set of harmonics, and even if it is, it may be too cumbersome.
Dunn & Dugundji (1992) used Fourier analysis to extract the relevant harmonics from the
ONERA dynamic stall model and then used the harmonic balance method to predict LCOs
in a plate-like composite wing. The results obtained were compared with experimental data.
Use of the harmonic balance method for spatially continuous nonlinear problems (#exible
wings) needs to be investigated.

Wavelet "ltering is a technique still under development. It involves transforming the time
histories into a time}frequency domain through a wavelet "lter which calculates the Fourier
components at various time steps. It is only a "ltering (rather than analysis) technique and
thus can take time histories from either experimental data or computation. It is useful in
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prediction of the onset of LCOs. This analysis has been proposed by Lind et al. (1998) and
has been used successfully to predict LCO using the nonlinear airfoil response data
generated by O'Neil & Strganac (1996).

The experimental data obtained by O'Neil & Strganac (1996) is for an airfoil on
a nonlinear support system. A later theoretical analysis using the method of multiple scales
by Gilliatt et al. (1998) includes nonlinearities due to stall in a quasi-steady way. The
objective is to predict internal resonance in such a model and to explore its e!ect as a LCO
triggering mechanism.

3. AEROELASTIC MODEL

The aeroelastic model used in the present analysis is based on (i) a mixed variational
formulation that employs exact intrinsic equations for dynamics of beams in a moving
frame (Hodges 1990) and (ii) a "nite-state airloads model for deformable airfoils on "xed
and rotating wings (Peters & Johnson 1994; Peters et al. 1995). The structural theory is
a nonlinear intrinsic formulation for the dynamics of initially curved and twisted beams.
There are no approximations to the geometry of the reference line of the deformed beam or
to the orientation of the cross-sectional reference frame of the deformed beam. A compact
mixed variational formulation can be derived from these equations which is well-suited for
low-order beam "nite element analysis based in part on the paper by Hodges (1990). The
aerodynamic theory consists of a state-space theory for the lift, drag, and all generalized
forces of a deformable airfoil. Trailing-edge #ap de#ections are included implicitly as
a special case of generalized deformation. The theory allows for a thin airfoil which can
undergo arbitrary small deformations with respect to a reference frame which can perform
arbitrarily large motions.

Coupling the structural and aerodynamics models one gets the complete aeroelastic
model. Finite elements in space and time are used to march in time and get the dynamic
nonlinear behavior of the system. The formulation is given in detail in an earlier paper (Patil
et al. 1998b) and is presented here brie#y so as to give the readers a #avor of the underlying
theory.

The formulation is based on equations derived from Hamilton's principle, which can be
written as (Hodges 1990)
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where < and X are the vectors of linear and angular velocities, and c and i are the strain
and curvature vectors.
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Now, the momentum and force variables are de"ned as

G
P
HH"G

LKT

L<
LKT

LX H"C
m !mmI

mmI I D G
<

XH , (4)

G
F

MH"G
L;T

Lc
L;T

Li H"[S] G
c
iH , (5)

where P and H are the linear and angular momentum components in the deformed-beam
reference frame, and F and M are the internal force and moment components in the
deformed-beam reference frame; m, mI and I are the mass per unit length, mass o!set and
moment of inertia matrix, respectively, which together de"ne the inertial property of the
cross-section, while [S] is the cross-sectional sti!ness matrix. The equations given above
are the linear constitutive laws relating velocity variables to momentum variables and strain
variables to force variables.

The variation of the generalized velocity and strain measures can be expressed in terms of

virtual displacement (dq) and virtual rotation vectors (dt) (Hodges 1990) as

d<"dqQ #XI dq#<I dt , dX"dtQ #XI dt , (6, 7)
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Finally, the virtual work done by applied external (aerodynamic) forces ( f
a
) and moments

(m
a
) is given by
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Now, one can write down the weak form of the Hamilton's principle as
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where the hatted quantities are the space}time boundary values of the indicated quantities
stemming from the virtual action term.

One can integrate the above equation by parts; thus, transferring the temporal and spatial
derivatives from the virtual displacements and rotations to the generalized momenta and
force variables, and leading to the exact intrinsic equations as given in Hodges (1990). These
equations must be supplemented with kinematic (strain}displacement and velocity}dis-
placement) and constitutive (force}strain and momentum}velocity) equations to form
a complete set of equations. Then these equations can be collected together to form a set of
nonlinear di!erential-algebraic equations in time. They can also be used to form nonlinear
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steady-state equations for calculating the steady or static solution, and can be linearized
about the nonlinear steady state to obtain a set of perturbation equations.

On the other hand, the above variational statement is in its weakest form in space as well
as time and is a suitable candidate for space}time, "nite-element discretization for time-
marching. To do so, the formulation is "rst converted to a form which leaves the generalized
speeds, strains, forces, momenta and displacements as independent variables in a single
variational statement. This is done by adding the kinematical and constitutive equations as
constraints to the variational statement using Lagrange multipliers.

The constitutive equations were given earlier. The kinematic equations are given by
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where u and h are the displacements and Rodrigues parameters (representing the rotation)
of the beam, respectively, * denotes the identity matrix, and ('C ) represents the dual matrix
of the corresponding vector. C

b
and C

w
are the direction cosine matrices; C

b
relates the wing

root and the undeformed wing cross-section frame, while C
w

relates the wing undeformed
and deformed frames. The above kinematical equations along with the constitutive equa-
tions are added as constraint in the variational principle.

Before proceeding to the "nal variational statement, it is necessary to account for
aerodynamic forces since the problem under consideration is that of aeroelastic response.
The aerodynamic forces are the external forces acting on the wing. The aerodynamic model
used is that of Peters & Johnson (1994) and Peters et al. (1995). The theory gives the
unsteady aerodynamic forces on an airfoil section in terms of the in#ow. The aerodynamic
loads used are as described in detail in Peters & Johnson (1994). The airloads are given in
terms of the Glauert expansion coe$cients of aerodynamic loads perpendicular to the
airfoil (¸

n
) as
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where u
n
and v

n
are the Glauert coe$cients of the air#ow relative to the airfoil parallel and

perpendicular to the airfoil, and o, b are the air density and semichord, respectively.
The matrices denoted by [M], [C], [G] are constant matrices whose expressions are
given in Peters & Johnson (1994). The required airloads are obtained as a linear
combination of ¸

n
.

The in#ow (j) on the other hand is modeled by a set of di!erential equations at each
span-wise station. The ordinary di!erential equations are again derived from the integro-
di!erential airloads equations through a Glauert expansion. The in#ow is thus represented
by a "nite-state theory (Peters et al. 1995). The in#ow coe$cients (j
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where the b
n

are found by use of the least-squares method, and the j
n

are obtained by
solving a set of N "rst-order di!erential equations as
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where CM is the normalized circulation C/(2nb). The expression for the normalized circulation
can be shown to be

CM "M1NT[C!G] Mv
n
!j

1
N . (19)

Adding all the constraints to the Hamilton's variational statement and converting the
expanded Hamilton's principle to the weakest form, i.e., transferring any remaining spatial
or temporal derivatives from the variables to the test functions (virtual displacement or
variations of Lagrange multipliers) we have
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where new Lagrange multipliers have been added to include the above constraints in the
variational statement.

Note the constitutive equations and aerodynamic force equations are not applied as
constraints because the expressions for the strain variables, velocity variables and the
aerodynamic forces are written out explicitly using the constitutive equations and aerody-
namic model so as to reduce the number of variables. In the above variational statement
( )* denotes the expressions for the variables using the equations presented earlier.

The weak Hamilton's principle can now be used to generate time-marching equations
using space}time "nite elements. To do so, the beam is discretized into n elements spatially
and one element in time. Due to the weakest form of the variational statement, constant
shape functions are used for the variables, and linear/bilinear shape functions are used for
the test functions (Atilgan et al. 1996):
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where q and m are dimensionless elemental temporal and spatial co-ordinates, respectively.
Substituting the shape functions in Hamilton's principle one obtains a set of nonlinear

algebraic equations which leads to a nonlinear implicit time-marching scheme. The equa-
tions for time-marching can be written as
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where subscripts l and r are used to denote the left and right nodal forces, respectively, and
subscripts i and f are used to denote the initial and "nal values of elemental displacements,
element momenta and element in#ow variables. Subscript m denotes the elemental
(or interior) value for the force and the value between the initial and "nal time for the
displacement, momentum and in#ow variables. The ( )

m
values are the average of the ( )

l
and ( )

r
values or the average of the ( )

i
and ( )

f
values, as appropriate. Where necessary, the

superscript denotes the element number.
Now knowing the initial displacements, momenta and in#ow, one can calculate the

displacements, momenta and in#ow variables at the end of the time step along with the
force in the interior. At each time step a set of nonlinear equations has to be solved
iteratively to obtain the solution.

Note the above development of the aeroelastic model does not explicitly present the
aerodynamic stall model. The stall model changes the aerodynamic loads model to incor-
porate the reduction in aerodynamic forces due to stall. The stall corrected expressions for
the generalized aerodynamic loads and the circulation are,
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where u
T

is the total #ow speed relative to airfoil, and the C
n
are corrections in circulation

due to stall corresponding to the various generalized loads. C
T

denotes the corrected total
circulation on the airfoil and Cl represents the circulation correction corresponding to the
total lift on the airfoil.

The in#ow equations are also a!ected due to the change in the circulation caused by stall.
The new in#ow equations become
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In the present simulations, a static stall model is used which models the reduction in the
airfoil circulation based on the states at any given time as
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where *c
n
is the Glauert coe$cient of correction in the lift coe$cients. The stall-corrected

airloads are inserted into the variational statement to complete the aeroelastic model
including stall e!ects.

An ONERA-like stall model can also be modeled by including the dynamic stall
equations. These equations would then be added as constraint equations to the complete
variational principle in a way similar to the addition of the in#ow equations. The results
presented in this paper are based on a static stall model.

4. RESULTS

The primary aim of this paper is to present results pertaining to the nonlinear aeroelastic
behavior of a high-aspect-ratio wing which may be used in high-altitude, long-endurance
(HALE) aircraft. The behavior of a high-aspect-ratio wing is quite di!erent from that of the
low- or medium-aspect ratio wings designed for "ghter or commercial aircraft, especially
the nonlinear characteristics. Table 1 gives the structural and planform data for the wing
model under investigation. The model was constructed by modifying Daedalus human-
powered aircraft data and is representative of wings used in HALE aircraft. The stall data
for the airfoil section is presented as a lift versus angle of attack plot in Figure 1.

There are various kinds of analyses possible to investigate the overall aeroelastic behav-
ior of the wing under consideration. Firstly, one can do a linear eigenvalue analysis, which
would predict the stability characteristics of the unloaded, undeformed wing. Secondly, one
could trim the aircraft or apply representative static loads on the wing and calculate
the nonlinear equilibrium position. The aeroelastic model can then be linearized about
the nonlinear steady state to obtain a linearized eigenvalue problem. This eigenvalue
analysis gives a more realistic prediction of the stability of the wing. In many cases such
a linearized stability analysis cannot predict the response of the wing to large disturbances,
nor can it predict whether the nonlinearities limit the magnitude of instability. Thus, the
"nal option available to analyze the response of a wing is via time-marching. Such an
analysis gives the actual response as a function of time and thus an indication of the
complete behavior of the system.

Flutter speed is a linear concept, i.e., it gives the speed at which small disturbances grow.
The linear as well as nonlinear #utter speed for this model has been calculated and
TABLE 1
Model data

Wing

Half-span 16 m
Chord 1 m
Mass per unit length 0)75 kg/m
Moment of inertia (50% chord) 0)1 kgm
Span-wise elastic axis 50% chord
Center of gravity 50% chord
Bending rigidity 2]104 N m2
Torsional rigidity 1]104 N m2
Bending rigidity (chordwise) 4]106 N m2

Flight condition

Altitude 20 km
Density of air 0)0889 kg/m3



Figure 1. Plot showing the lift coe$cient as a function of angle of attack.
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presented in Patil et al. (1999). ¸inear -utter speed refers to the classical #utter speed
calculated using a linear model or by linearizing a nonlinear model about a zero steady
state. Nonlinear -utter speed refers to #utter speed calculated by linearizing a nonlinear
model about a nonlinear steady state, i.e., a linear dynamic perturbation about a nonlinear
static equilibrium state. The aim of the present work is to present results obtained by
time-marching the equations of motion. These results give an overall perspective of the
nonlinear aeroelastic response of high-aspect-ratio wings.

For reference, the linear #utter speed and frequency are 32)21 m/s and 22)61 rad/s,
respectively, for the chosen parameters. Results are "rst presented for post-#utter behavior
about the zero steady state. Then the aeroelastic response is analyzed by focusing on the
changes in structural properties with wing deformation. These results are followed by LCO
results for speeds below the linear #utter speed and "nally a note on the existence and
overall behavior of LCOs in high-aspect-ratio wings.

4.1. POST-FLUTTER BEHAVIOR

The e!ect of nonlinearities on the post-#utter behavior are considered in this section. An
initial small disturbance of the order of 0)01 m tip vertical displacement is applied to excite
the #utter mode for a #ight speed of 35 m/s (slightly above the linear #utter speed). The time
history of the tip displacement, tip twist and total energy of the wing are plotted in Figure 2.
For such small disturbances the wing is initially in the linear regime and thus once the
#utter mode is excited the amplitude of oscillations initially grow exponentially. At around
10 s the oscillations seem to settle into a limited amplitude oscillation. This is expected
because of the stall characteristics of the airfoil. At higher angles of attack the airfoil stalls
and is unable to extract additional energy from the #ow and thus the amplitude vibration
does not grow.

However, what seems like a converged LCO is not stable, and the oscillations undergo an
unexpected change in the motion. This phenomenon is initiated by a drastic jump in the tip
displacement. Instead of oscillating about tip displacement values near zero, the oscillations
are shifted. This jump is also accompanied by an increase in the amplitude of oscillations.
The oscillations are of the order of 1)5$1)0 m. The response is quite chaotic due to the



Figure 2. Time history showing LCO above #utter speed (speed of 35 m/s) for HALE wing.
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strong geometric nonlinearities associated with large oscillations (tip displacements varies
between 0)5 and 2)5 m). The geometric nonlinearities due to tip displacement and its e!ect
on aeroelastic response is explained in detail in the following section.

An alternative way to investigate nonlinear motion is via a phase-plane graph. Such
graphs plot two variable against each other for various times. Phase-plane plots give an
indication as to the kind of motion, periodic or chaotic, and other characteristics of
a nonlinear problem. Figure 3 shows the phase-plane plots of the oscillation at a speed of
35 m/s. The plots show the history of motion after limited amplitude oscillations are
reached. It is observed that the oscillations are aperiodic and quite chaotic.

4.2. STRUCTURAL NONLINEARITY IN HIGH-ASPECT-RATIO WINGS

Before presenting results concerning LCO at other speeds, it is helpful to characterize the
structural geometric nonlinearities arising from the large deformation of the wing. This
nonlinearity is primarily responsible for the jump in the tip displacement in the results
presented in the earlier section. This nonlinearity is also very important in understanding
the results to follow.



Figure 3. Various phase-plane plots at speed of 35 m/s.
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A long slender wing like the one considered in this paper is highly #exible. Such wings
undergo large deformations for relatively low loadings as compared to low-aspect ratio
wings. Also the natural frequencies of high-aspect-ratio wings are quite low. From the
simple formulae for natural frequencies of a beam-rod it is clear that torsional frequencies
are inversely proportional to the length while the bending frequencies are inversely propor-
tional to the square of the length. Thus, we have the bending frequencies decreasing at
a higher rate than the torsional frequencies as the wing span increases. And thus the
frequency distribution of a long slender wing is quite di!erent from that of low-aspect-ratio
wings. High-aspect-ratio wings have a very low #apping frequency (#at-wise bending), while
the edge-wise bending frequency decreases to be of the order of the torsional frequency.

Now, it is known that when the wing is bent (#at-wise) this leads to a nonlinear coupling
between torsion and edge-wise bending (Hodges & Dowell 1974). Since high-aspect-ratio
wings undergo large #at-wise bending deformation under the action of lift there is a strong
nonlinear coupling between edge-wise bending and torsion. To appreciate the magnitude of
the nonlinear e!ect of deformation, the structural and aeroelastic characteristics of the wing
are investigated by linearizing the problem about a nonlinear statically deformed state.

There are various ways of obtaining a deformed state. In the results presented, a static
force is applied to the wing tip leading to static deformation of the wing (in #at-wise
bending). Another way of obtaining a static wing de#ection is via a trim angle of attack.
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Such an analysis leads to a complex e!ect on the #utter speed (Patil et al. 1999). This
behavior is attributed to the fact that the static de#ection of the wing due to a trim angle of
attack changes with speed while on the other hand, the #utter speed is itself a function of the
static displacement. The results are best understood by applying tip de#ections which are
independent of the speed and thereby leading to a simpler relation between the deformation
and the #utter.

In the present work, a speci"ed static force is applied at the tip to create a static deformed
state. The problem is linearized about this deformed state to obtain a linear model for
eigenvalue analysis. Figure 4 shows the changes in natural frequencies for a range of static
tip displacements. The tip displacements are of the order expected under nominal aerody-
namic loads due to a trim angle of attack. One can see that there is a strong coupling
between the edge-wise bending and torsional frequencies due to static #at-wise bending
displacements. Such coupling leads to a separation of the two frequencies. In the present
case, we observe a decrease in the coupled torsional/edge-wise frequency which was
originally purely torsional. This important nonlinear behavior has been presented by
Minguet & Dugundji (1990) who analytically as well as experimentally showed the changes
in the torsion and edge-wise bending modes for coupled and uncoupled composite strips
[see also Dowell et al. (1977)].

Figure 5 shows the changes in nonlinear #utter speed and #utter frequency with static
wing deformation. There is a drastic decrease in the #utter speed with static tip displace-
ment. This is due to a decrease in the frequency of the torsional/edge-wise bending mode, as
discussed above. As explained in Patil et al. (1999), the decrease in the torsional/edge-wise
bending frequency more readily leads to coalescence with the second #at-wise bending
mode, and thus #utter at lower velocities. For larger static wing deformation the frequency
of the torsional/edge-wise bending mode continues to decrease and thus the #utter fre-
quency decreases. For a static tip displacement of about 2 m the torsional/edge-wise
bending frequency is approximately equal to the second #at-wise bending mode and thus
the #utter speed is relatively unchanged in this range of static tip displacement. For even
higher deformations there is a further decrease in torsional/edge-wise bending frequency
putting the mode closer to the "rst-bending mode and there is a further decrease in the
#utter speed. Thus, the #utter characteristics of a curved wing are very di!erent from those
of a straight wing due to the structural geometric nonlinearities. It is seen that the #utter
instability is greatly in#uenced by a static tip displacement, which is an important fact to be
considered while analyzing the nonlinear aeroelastic results.

For a given #ow speed one can plot the damping of the unstable aeroelastic mode with
respect to static tip displacement. Damping is found in the same way that the #utter speed is
calculated, i.e., the problem is linearized at a given static tip displacement and a given speed
and the eigenvalues of the linearized problem are calculated to give the frequency and
damping of the various modes. Figure 6 shows the changes in frequency and damping of the
#utter mode with tip displacement for a #ow speed of 35 m/s. The sign convention chosen is
such that positive damping signi"es unstable motion.

As expected for a speed of 35 m/s, the damping is positive (unstable) even for no
deformation. But the damping (and thus the instability) increases with increase in deforma-
tion. The positive slope of damping with tip displacement indicates that the instability of the
system becomes more pronounced with increasing static tip displacement. This is a very
important phenomenon and could be the primary cause of most of the nonlinear aeroelastic
behavior presented here. It is theorized here that the jump in the tip displacement in the
LCO at 35 m/s is due to an attraction of the system to a more unstable state. As seen in the
damping plot, the instability is maximum at a tip displacement of around 1}1)5 m and thus
the wing LCO jumps to an oscillation with a mean of around 1)5 m.



Figure 4. Variation of structural frequencies with tip displacement: **, torsion/edge-wise bending; - -,
edge-wise bending/torsion; ) ) ) ) ), #at-wise bending.

Figure 5. Variation of #utter speed (**) and #utter frequency ( ) ) ) ) )) with tip displacement.
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The system instability becomes stronger by having a mean tip displacement and thus
there is a greater #ow of energy from the surrounding air into the wing. For the system to go
into the stronger instability, a mean tip displacement should be maintained. The system
needs to somehow dynamically maintain the mean deformation shape by appropriately
providing a mean force. If such a force could be easily provided then it would mean an easy
transition into a state with a stronger instability.

4.3. PRE-FLUTTER LCO

As shown in Figure 5, the #utter speed for a wing displaced from the no loads equilibrium
straight con"guration is much lower than the linear #utter speed (corresponding to zero



Figure 6. Variation of damping (**) and frequency () ) ) )) with tip displacement at #ight speed of 35 m/s.
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static tip displacement). It is thus obvious that if the wing is statically deformed then it could
encounter an instability at lower speeds. But an interesting case is when the wing with
zero-de#ection equilibrium state is given an initial de#ection into the unstable regime, for
example a gust-induced de#ection. Figure 7 shows the time history of a wing at 30 m/s given
an initial disturbance of 2)0 m. The speed of 30 m/s is lower than the linear #utter speed, but
higher than the nonlinear (linearized) #utter speed for a wing which is statically displaced to
2)0 m at the tip.

The de#ected shape is very close to the "rst-bending mode. It is clear that in the de#ected
position, there is no static load to support the de#ected position (since it is just an initial
de#ection). Thus, the wing moves to regain its zero-de#ection equilibrium position and one
"nds a decrease in the tip displacement. It is seen that as the "rst-bending mode decays,
the unstable #utter mode (which exists for a de#ected state) is excited. This is seen in the
exponential increase in the tip twist and the high-frequency component of tip dispacement.
Furthermore, before the wing enters the stable region (for tip displacement of around 0)5 m
as is shown later) it gains enough energy to jump to de#ected mode with tip de#ection of
around 1)5 m. At the de#ected state the wing is unstable and continues oscillating. As to
why the wing jumps to this &&non-equilibrium'' state is not entirely clear but can possibly be
explained by the changes in #utter mode damping with tip displacement.

Figure 8 shows the damping versus tip-displacement plot for the wing at 30 m/s. Again,
the plot is obtained by "rst applying a static tip force to model a de#ected wing and then
conducting an eigenvalue analysis of the linearized aeroelastic model. As expected, the
damping is negative (stable) for the unde#ected position, but the damping quickly increases
and reaches zero for a tip displacement of around 0)5 m. At higher tip displacements, the
damping is positive and the system is unstable. Thus, while the system tries to come back to
a zero-de#ection, stable, equilibrium-state, it passes through a dynamically unstable state,
and thus the system dynamically absorbs energy. If the system absorbs more than a critical
amount of energy before it reaches the zero steady state, it then jumps to a high-energy
unstable state (oscillating about a non-equilibrium deformed state) and dynamically pro-
vides the forces required to maintain a mean deformed state (required to stay unstable). The
positive slope of the damping with respect to tip displacement is an indication to the system
of higher instability at higher displacements.

The LCO at 30 m/s though quite complex is still very di!erent from the LCO at 35 m/s.
Figure 9 shows phase-plane plots of the wing after it reached LCO. It is seen that the motion



Figure 7. Time history showing LCO below #utter speed (speed of 30 m/s) for HALE wing.
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is complex but periodic. The motion is a combination of several subharmonics. Subhar-
monics lead to an increase in period for the system to return to a given position, and are
seen in the phase-plane plots as loops. The LCO is complex but periodic, as opposed to
LCOs at 35 m/s which seem chaotic.

4.4. LCO DEPENDENCE ON DISTURBANCE

For the present wing with a linear #utter speed of 32)21 m/s it is clear that an in"nitesimally
small disturbance at a speed of 30 m/s would lead to a stable return to equilibrium state.
Such an inference can be drawn from the stable eigenvalues which imply a stable response
to small disturbances. On the other hand, it is seen that, if the wing is given a su$ciently
large deformation, then it might not only have unstable behavior while it is away from the
stable equilibrium, but the wing response might never return near enough to the stable
equilibrium position for convergence, but instead jump to an unstable state. Thus, to excite
the #utter modes below the #utter speed a "nite disturbance is required.



Figure 8. Variation of damping (**) and frequency () ) ) ) )) with tip displacement at #ight speed of 30 m/s.

Figure 9. Various phase-plane plots for speed of 30 m/s (initial disturbance"2 m).
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The wing can thus become unstable even for a nominally stable static equilibrium if
a su$ciently large disturbance is provided. Figure 10 presents the system response at 30 m/s
given various initial tip disturbances. It is observed that the wing is attracted to a LCO for
tip disturbances of 2 and 4 m, whereas, the wing returns to the stable equilibrium for



Figure 10. Response of the wing at 30 m/s for various initial tip disturbances: ) ) ) ), 1 m;**, 2 m; )* )*, 4 m.

Figure 11. Response of the wing for an initial disturbance of 4 m at various velocities: ) ) ) ) ), 25 m/s;**, 28 m/s;
)* )*, 30 m/s.
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a disturbance of 1 m. The later behavior is because, as the de#ected mode (similar to
"rst-bending mode) decays, the excited #utter mode does not gain energy enough to jump to
unstable motions with higher energy. As the "rst-bending mode decays, the wing enters the
stable region and then returns to the zero-de#ection stable equilibrium. Thus, a critical
magnitude of disturbance is required to excite a LCO at a given speed. On the other hand,
initial de#ections of both 2 and 4 m lead to almost identical LCO, with similar mode,
magnitude and frequency content. Thus, it can be inferred that the LCO does not change
with change in disturbance.

Figure 11 presents the system response at various speeds given a constant initial
disturbance amplitude of 4 m. It is seen that at 28 and 31 m/s the system goes into a LCO,
whereas at 25 m/s, the system is unable to accumulate enough energy to jump to an unstable
state of oscillations. Thus, for a given disturbance a critical speed is required to excite the
LCO. Above the critical speed, one observes di!erent LCOs for various speed. The
magnitude of the LCOs is higher for higher speeds and the mode shapes are di!erent, thus
indicating a change in LCOs with speed. The various kinds of LCOs are discussed in the
next section.



Figure 12. Plot of LCO boundary in the airspeed versus tip-displacement space: - - -, boundary of unstable
equilibrium; **, boundary of unstable disturbance about zero equilibrium.
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The relation between the existence of LCO at various speeds and the level of disturbance
is very important. For example, a given level of turbulence would excite a given level of
disturbance and for that level of disturbance there is a critical speed required for LCO. This
indicates that at velocities lower than the critical LCO speed, the wing would return to the
stable equilibrium position. Thus, one can determine a LCO boundary which is a
speed above which there is a possibility of LCO. Depending on the level of disturbance
expected in #ight, one would be able to predict a LCO boundary, i.e., the maximum #ight speed
possible without encountering LCO at the assumed level of disturbance.

Figure 12 shows the various #utter and LCO boundaries. The linear #utter is observed at
32)21 m/s, i.e., small disturbances about the undeformed equilibrium position would lead to
decaying response for speeds below 32)21 m/s and divergent oscillations for speeds higher
than 32)21 m/s. On the other hand, the LCO boundary denotes the magnitude of distur-
bance required for oscillations to diverge from the undeformed equilibrium solution. It is
seen that for speeds below the linear #utter speed there is a critical level of disturbance
required for divergent oscillations. Lastly, the nonlinear #utter curve denotes the static
equilibrium positions (of a statically loaded wing) which are unstable for even small
disturbances.

4.5. THE TRANSITION OF LCO BEHAVIOR WITH SPEED

From the previous sections it is observed that LCOs are possible at various speeds. The
LCO type was drastically di!erent for the pre- and post-#utter cases. In this section, the
LCO behavior is investigated at various other speeds to investigate the types of LCOs
possible. Phase-plane plots are obtained for aeroelastic simulations at speeds of 25, 28, 31 and
33 m/s, in addition to already presented simulations at 30 and 35 m/s. It is of primary interest
to understand the types of LCO and how the LCO behavior changes with speed. Such
analysis would lead to an answer as to why some LCOs are periodic while others are chaotic.

Here it is assumed, based on the results presented in the previous section, that a critical
disturbance is required to induce LCO. However, past the critical disturbance the LCO
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which is developed is relatively insensitive to the level of the disturbance. Thus, the required
disturbance is provided for the wing to attain LCO at di!erent speeds and then the LCOs
are compared. At a #ight speed of 25 m/s the wing does not go into a LCO even for large
bending tip displacements. From the #utter versus tip displacement plot (Figure 5) it is seen
that the lowest #utter speed is about 22 m/s. Thus, it is likely that LCOs exist at 25 m/s. An
e!ective initial disturbance mode shape can be calculated by considering a snapshot of LCO
at a higher speed (for example, a LCO snapshot at <"28 m/s). Using such an initial
condition the wing time history is calculated and it is seen that the wing is attracted to
a LCO. Figure 13 shows the phase-plane plot of LCO at 25 m/s. The LCO seems to be
almost sinusoidal. But the motion has a higher harmonic component obvious in the shape
of the phase-plane plot (sinusoidal oscillations would lead to ellipsoid in any phase-plane).
To investigate further the frequency content of the LCO one can obtain a frequency
spectrum of the LCO. Figure 14 shows the frequency spectrum of the LCO at 25 m/s. As can
be seen, there is a dominant frequency at around 16 rad/s. But there also exist second, third
and higher super-harmonics at 32, 48 rad/s, etc.

A LCO is induced in the wing at speed of 28 m/s for a disturbance of 4 m at the tip.
Figure 15 shows the phase-plane plot of the LCO. This phase-plane plot is a little more
complex as compared to the phase-plane plot of LCO at 25 m/s. The looping of the
phase-plane suggests that there is period doubling, i.e., the system returns to its original
state after two periods. Such a period doubling is not uncommon in nonlinear systems and
is due to the existence of subharmonics. Figure 16 shows the corresponding frequency
spectrum. Here the phenomenon of period doubling is seen in the presence of a subhar-
monic peak at around 8 rad/s.

At #ight speed of 31 m/s, there is further increase in the complexity of the LCO. Figure 17
shows the phase-plane plot at 31 m/s. Many more loops are observed. The LCO has a very
large period. Figure 18 shows the corresponding frequency spectrum. In the frequency
spectrum it is clear that the period is further tripled. It thus takes six periods to come back
to the original state. At speeds close to or higher than the linear #utter speed the periodic
pattern is lost altogether. Figure 19 shows the phase-plane plots at speed of 33 m/s which
are aperiodic, i.e., the period is in"nite. This is seen in the frequency spectrum (Figure 20) as
a broadening of the spectrum.

If one looks at all the phase-plane plots, one can observe an increase in complexity of the
LCO with speed. Period doubling occurs between 25 and 28 m/s; the complexity increases
after 31 m/s and at around 32 m/s the response starts losing its periodicity (though it is still
bounded). At 25 m/s there are only superharmonics to the dominant #utter/LCO frequency
of around 16 rad/s, whereas at 28 m/s there is a subharmonic at half the frequency. Thus, the
frequency spectrum changes from a 1, 2, 3,2, spectrum to a 1
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31 m/s, the frequency spectrum undergoes a further period tripling. Thus, there are six
subharmonics at 31 m/s and the response thus has a 1
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frequency content of the LCO further increases with speed, and thus a broadening of
the frequency peaks is observed at 33 m/s. The initial frequency doubling followed by the
broadening of the frequency spectrum is a tell-tale sign of chaotic behavior. Table 2 sum-
marizes the results for LCO obtained on the HALE wing.

4.6. NUMERICAL CONVERGENCE

There is a need to comment on the accuracy of the solutions obtained in the present work
since the solution technique is based on numerical calculations, and especially since those
calculations are based on discretization of the continuous space. Firstly, it is necessary to
look at the convergence properties of the solution. The present problem has been discretized



Figure 13. Various phase-plane plots for speed of 25 m/s (initial disturbance is a prior #utter condition).

Figure 14. Power spectral density for speed of 25 m/s (initial disturbance is a prior #utter condition).
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Figure 15. Various phase-plane plots for speed of 28 m/s (initial disturbance"4 m).

Figure 16. Power spectral density for speed of 28 m/s (initial disturbance"4 m).
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Figure 17. Various phase-plane plots for speed of 31 m/s (initial disturbance"2 m).

Figure 18. Power spectral density for speed of 31 m/s (initial disturbance"2 m).
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Figure 19. Various phase-plane plots for speed of 33 m/s (initial disturbance"0)01 m).

Figure 20. Power spectral density for speed of 33 m/s (initial disturbance"0)01 m).
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TABLE 2
Observed LCO chart for HALE wing

Initial 25 28 30 31 32 35
disturbance (m/s) (m/s) (m/s) (m/s) (m/s) (m/s)

0)01 m Stab. Stab. Stab. Stab. Stab. LCO
1 m Stab. Stab. Stab. Stab. LCO LCO
2 m Stab. Stab. LCO LCO LCO LCO
4 m Stab. LCO LCO LCO LCO LCO
6 m Stab. LCO LCO LCO LCO LCO
Flutter LCO LCO LCO LCO LCO LCO

Type Periodic Chaotic

Periodicity 1, 22 1
2
, 1, 3

2
, 2,2 1

6
, 2
6
,2 *
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in space as well as time. The spatial discretization can be easily checked by comparing the
natural frequencies of the discretized model with the natural frequencies calculated analyti-
cally for a prismatic beam. It is found that for the case of eight elements considered here the
error in frequency of the dominant modes, viz., "rst torsion, "rst edge-wise bending as well
as the "rst two #at-wise bending, is less than 1%.

As to the temporal discretization, it is "rstly noted that the present time-marching scheme
based on time-"nite elements is second-order accurate. To compare the convergence of the
simulations, the time histories are presented for various time steps. Figure 21 presents
the simulation of a wing at 30 m/s given initial tip de#ection of 2 m. It is seen that the
simulation results are qualitatively the same for time step of 0)01, 0)005, and 0)002 s.
Quantitatively, there is slight di!erence in the simulations, including small di!erences in the
amplitude of oscillations and some periodicity error. The modeshape and type of LCO are
the same. It can be safely said that the overall conclusions drawn from any of the plots
would be exactly the same.

It is also essential here to look at a case in which the "nal oscillation is chaotic (aperiodic).
Such is the case for post-#utter LCO. Figure 22 shows the wing simulation at 35 m/s given
a small initial disturbance. Here it is seen that the system behavior is predicted quite
accurately before the onset of chaotic LCO, after which the simulations for the di!erent
time steps are quite di!erent. It should be noted though, that the wing is undergoing chaotic
oscillations, and thus small di!erences grow drastically. But even though the details of the
oscillations are quite di!erent, the conclusions that can be drawn using any one of the plots
are essentially the same, i.e., the wing response initially grows exponentially, later the wing
jumps to a tip oscillation of around 1)5$1)0 m.

5. CONCLUDING REMARKS

The phenomenon of a limit-cycle oscillation is numerically studied for a subsonic high-
aspect-ratio wing. Due to large displacements and rotations, the results account for
structural and aerodynamic nonlinearities through the use of a geometrically exact beam
analysis and "nite-state unsteady aerodynamics with stall. As expected, the results show
that stall limits the amplitude of post-#utter unstable oscillations. On the other hand,
a decrease in #utter speed is observed with wing deformation which can be attributed to
structural geometrical nonlinearities. Even at speeds below the linear #utter speed, LCO
can be observed if the stable steady state is disturbed by a "nite-amplitude disturbance.
A critical disturbance magnitude is required at a given speed and a critical speed is required



Figure 21. Numerical convergence: simulation of wing at a speed of 30 m/s given an initial disturbance of 2 m at
the tip; ) ) ) ) , *t"0)01 s; - - -, *t"0)005 s; **, *t"0)002 s.

Figure 22. Numerical convergence: simulation of wing at a speed of 35 m/s given an initial disturbance of 0.01 m
at the tip; ) ) ) ) , *t"0)01 s; - - -, *t"0)005 s; **, *t"0)002 s.
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at a given disturbance magnitude to initiate LCO. Moreover, a loss of periodicity in the
oscillations is observed for high speeds.

Such results give an indication of the nonlinear behavior expected of long, #exible wings
and the need for a complete consistent nonlinear analysis. The change in #utter speed with
respect to loaded or trimmed state is quite drastic. Linear analysis leads to over-prediction
of the #utter speed and thus is quite dangerous. Even a static trimmed analysis may not be
su$cient to completely understand the nonlinear aeroelastic phenomenon observed in long,
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#exible wings. Complete nonlinear dynamic aeroelastic simulations are necessary, even
during the preliminary design stage where catastrophic nonlinear phenomena can be most
e$ciently avoided.
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